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Adaptive Estimation in Time-series Models- Feike C. Drost 1994

Adaptive Estimation in Time Series
Regression Models-Douglas Gardiner
Steigerwald 1989

Multiple Model Adaptive Estimation for
Time Series Analysis-Ibrahim Dulger 2001-03
Multiple Model Adaptive Estimation (MMAE) is a
Bayesian technique that applies a bank of
Kalman filters to predict future observations.
Each Kalman filter is based on a different set of
parameters and hence produces different
residuals. The likelihood of each Kalman filter's
prediction is determined by a magnitude of the
residuals. Since some researchers have obtained
good forecasts using a single Kalman filter, we
tested MMAE's ability to make time series
predictions. Our Kalman filters have a dynamics
model based on a Box-Jenkins Auto-Regressive
Moving Average (ARMA) model and a measure
model with additive noise. The time-series
prediction is based on the probabilistic weighted
Kalman filter predictions. We make a probability
interval about that estimate also based on the
filter probabilities. In a Monte Carlo analysis, we
test this MMAE approach and report the results
based on many different criteria. Our analysis
tests the robustness of the approach by testing
its ability to make predictions when the Kalman
filter dynamics models did not match the data
generation time-series model. Our analysis
indicates benefits in applying multiple model
adaptive estimation for time series analysis.

Adaptive Estimation for Financial Time
Series-Danilo Mercurio 2004

Recursive Estimation and Time-Series
Analysis-Peter C. Young 2012-12-06 This book
has grown out of a set of lecture notes prepared
originally for a NATO Summer School on "The
Theory and Practice of Systems Modelling and
Identification" held between the 17th and 28th
July, 1972 at the Ecole Nationale Superieure de
L'Aeronautique et de L'Espace. Since this time I
have given similar lecture courses in the Control
Division of the Engineering Department,
University of Cambridge; Department of
Mechanical Engineering, University of Western
Australia; the University of Ghent, Belgium
during the time I held the IBM Visiting Chair in
Simulation for the month of January, 1980), the
Australian National University, and the
Agricultural University, Wageningen, the
Netherlands. As a result, I am grateful to all the
recipients of these lecture courses for their help
in refining the book to its present form; it is still
far from perfect but I hope that it will help the
student to become acquainted with the
interesting and practically useful concept of
recursive estimation. Furthermore, I hope it will
stimulate the reader to further study the
theoretical aspects of the subject, which are not
Adaptive Estimation and Prediction of Univariate Vehicular Traffic Condition Series-Jianhua Guo 2005 Keywords: Kalman Filter, GARCH, SARIMA, Time Series Analysis, Short-Term Traffic Forecasting.

Journal of Statistical Planning and Inference- 2002

Locally Adaptive Estimation Methods with Application to Univariate Time Series- Mstislav Elagin 2008

Application to Adaptive Estimation to Temperature Forecasting-Newton B. Penrose 1972 The work is an application of adaptive estimation to temperature forecasting. It is presented as a feasibility study demonstrating the efficacy of the adaptive approach. The local station temperature forecasting problem is chosen to focus the discussion on the efficiency of the filtering algorithm by using only surface level single geographic location data. A diagnostic study is made to ascertain the appropriate statistical properties of the weather data for algorithm selection. A phenomenalistic approach is taken since no differential equation or complete quantitative description exists to describe the temperature process. The Lainiotis Filter is chosen for model identification and classification as well as prediction results. The Lainiotis Filter, given in the Partition Theorem, provides an efficient, powerful tool in the application of adaptive estimation techniques. The feasibility of the adaptive approach is established with comparative results with previous objective forecast methods while greatly reducing the amount and variety of required input data. (Author).


Time Series Analysis-Henrik Madsen 2007-11-28 With a focus on analyzing and modeling linear dynamic systems using statistical methods, Time Series Analysis formulates various linear models, discusses their theoretical characteristics, and explores the connections among stochastic dynamic models. Emphasizing the time domain description, the author presents theorems to highlight the most


Mathematical Reviews- 2004

JOURNAL OF ECONOMETRICS-THE JOURNAL OF ECONOMETRICS 1999


Actes de la Session- International Statistical Institute 1999

Frontiers in Statistics-Jianqing Fan 2006 During the last two decades, many areas of statistical inference have experienced phenomenal growth. This book presents a timely analysis and overview of some of these new developments and a contemporary outlook on the various frontiers of statistics. Eminent leaders in the field have contributed 16 review articles and 6 research articles covering areas including semi-parametric models, data analytical nonparametric methods, statistical learning, network tomography, longitudinal data analysis, financial econometrics, time series, bootstrap and other re-sampling methodologies, statistical computing, generalized nonlinear regression and mixed effects models, martingale transform tests for model diagnostics, robust multivariate analysis, single index models and wavelets. This volume is dedicated to Prof. Peter J Bickel in honor of his 65th birthday. The first article of this volume summarizes some of Prof. Bickel’s
Bayesian Analysis of Time Series-Lyle D. Broemeling 2019-04-16 In many branches of science relevant observations are taken sequentially over time. Bayesian Analysis of Time Series discusses how to use models that explain the probabilistic characteristics of these time series and then utilizes the Bayesian approach to make inferences about their parameters. This is done by taking the prior information and via Bayes theorem implementing Bayesian inferences of estimation, testing hypotheses, and prediction. The methods are demonstrated using both R and WinBUGS. The R package is primarily used to generate observations from a given time series model, while the WinBUGS packages allows one to perform a posterior analysis that provides a way to determine the characteristic of the posterior distribution of the unknown parameters. Features Presents a comprehensive introduction to the Bayesian analysis of time series. Gives many examples over a wide variety of fields including biology, agriculture, business, economics, sociology, and astronomy. Contains numerous exercises at the end of each chapter many of which use R and WinBUGS. Can be used in graduate courses in statistics and biostatistics, but is also appropriate for researchers, practitioners and consulting statisticians. About the author Lyle D. Broemeling, Ph.D., is Director of Broemeling and Associates Inc., and is a consulting biostatistician. He has been involved with academic health science centers for about 20 years and has taught and been a consultant at the University of Texas Medical Branch in Galveston, The University of Texas MD Anderson Cancer Center and the University of Texas School of Public Health. His main interest is in developing Bayesian methods for use in medical and biological problems and in authoring textbooks in statistics. His previous books for Chapman & Hall/CRC include Bayesian Biostatistics and Diagnostic Medicine, and Bayesian Methods for Agreement.

Mathematical and Statistical Methods for Actuarial Sciences and Finance-Cira Perna 2014-07-08 This volume aims to collect new ideas presented in the form of 4 page papers dedicated to mathematical and statistical methods in actuarial sciences and finance. The cooperation between mathematicians and statisticians working in insurance and finance is a very fruitful field and provides interesting scientific products in theoretical models and practical applications, as well as in scientific discussion of problems of national and international interest. This work reflects the results discussed at the biennial conference on Mathematical and Statistical Methods for Actuarial Sciences and Finance (MAF), born at the University of Salerno in 2004.

Spatial Time Series-Robert John Bennett 1979

Oceans '92- 1992

Time Series Analysis and Forecasting-Ignacio Rojas 2018-10-03 This book presents selected peer-reviewed contributions from the International Work-Conference on Time Series, ITISE 2017, held in Granada, Spain, September 18-20, 2017. It discusses topics in time series analysis and forecasting, including advanced mathematical methodology, computational intelligence methods for time series, dimensionality reduction and similarity measures, econometric models, energy time series forecasting, forecasting in real problems, online learning in time series as well as high-dimensional and complex/big data time series. The series of ITISE conferences provides a forum for scientists, engineers, educators and students to discuss the latest ideas and implementations in the foundations, theory, models and applications in the field of time series analysis and forecasting. It focuses on interdisciplinary and multidisciplinary research encompassing computer science, mathematics, statistics and econometrics.

Time Dependent Spectral Analysis of Nonstationary Time Series-Sudeshna Adak
Elements of Nonlinear Time Series Analysis and Forecasting - Jan G. De Gooijer 2017-03-30
This book provides an overview of the current state-of-the-art of nonlinear time series analysis, richly illustrated with examples, pseudocode algorithms and real-world applications. Avoiding a "theorem-proof" format, it shows concrete applications on a variety of empirical time series. The book can be used in graduate courses in nonlinear time series and at the same time also includes interesting material for more advanced readers. Though it is largely self-contained, readers require an understanding of basic linear time series concepts, Markov chains and Monte Carlo simulation methods. The book covers time-domain and frequency-domain methods for the analysis of both univariate and multivariate (vector) time series. It makes a clear distinction between parametric models on the one hand, and semi- and nonparametric models/methods on the other. This offers the reader the option of concentrating exclusively on one of these nonlinear time series analysis methods. To make the book as user friendly as possible, major supporting concepts and specialized tables are appended at the end of every chapter. In addition, each chapter concludes with a set of key terms and concepts, as well as a summary of the main findings. Lastly, the book offers numerous theoretical and empirical exercises, with answers provided by the author in an extensive solutions manual.

Handbook of Statistics - 2012-05-18
The field of statistics not only affects all areas of scientific activity, but also many other matters such as public policy. It is branching rapidly into so many different subjects that a series of handbooks is the only way of comprehensively presenting the various aspects of statistical methodology, applications, and recent developments. The Handbook of Statistics is a series of self-contained reference books. Each volume is devoted to a particular topic in statistics, with Volume 30 dealing with time series. The series is addressed to the entire community of statisticians and scientists in various disciplines who use statistical methodology in their work. At the same time, special emphasis is placed on applications-oriented techniques, with the applied statistician in mind as the primary audience. Comprehensively presents the various aspects of statistical methodology Discusses a wide variety of diverse applications and recent developments Contributors are internationally renowned experts in their respective areas.

Statistical Analysis and Forecasting of Economic Structural Change - Peter Hackl 2013-03-09
In 1984, the University of Bonn (FRG) and the International Institute for Applied System Analysis (IIASA) in Laxenburg (Austria), created a joint research group to analyze the relationship between economic growth and structural change. The research team was to examine the commodity composition as well as the size and direction of commodity and credit flows among countries and regions. Krelle (1988) reports on the results of this "Bonn-IIASA" research project. At the same time, an informal IIASA Working Group was initiated to deal with problems of the statistical analysis of economic data in the context of structural change: What tools do we have to identify nonconstancy of model parameters? What type of models are particularly applicable to nonconstant structure? How is forecasting affected by the presence of nonconstant structure? What problems should be anticipated in applying these tools and models? Some 50 experts, mainly statisticians or econometricians from about 15 countries, came together in Lodz, Poland (May 1985); Berlin, GDR (June 1986); and Sulejow, Poland (September 1986) to present and discuss their findings. This volume contains a selected set of those conference contributions as well as several specially invited chapters.

Journal of Econometrics - 1988
Unit Root Tests in Time Series Volume 2 - Kerry Patterson 2012-07-06
This volume expands and develops the analyses and concepts put forward in Unit Root Tests in Time Series: Volume One, providing a comprehensive and clear way into the techniques of unit root testing. Patterson provides an awareness of the pitfalls and extensions to nonstandard cases, giving guidance to the practitioner and enabling the reader to understand the complex theoretical aspects of unit root tests. Crucial issues such as Nonstationarity caused by a unit root are discussed, and explanation is combined with examples, showing theory at work with real economic issues such as the prices of assets and
measures of economic activity.


Parameter Estimation and Hypothesis Testing in Spectral Analysis of Stationary Time Series - K. Dzhaparidze 2012-12-06

(under the assumption that the spectral density exists). For this reason, a vast amount of periodical and monographic literature is devoted to the nonparametric statistical problem of estimating the function \( \psi(T) \) and especially that of \( \psi_A \) (see, for example, the books \( [4,21,22,26,56,77,137,139,140] \)). However, the empirical value \( \hat{\psi} \) of the spectral density \( \psi \) obtained by applying a certain statistical procedure to the observed values of the variables \( X_1, \ldots, X_n \), usually depends in a complicated manner on the cyclic frequency. This fact often presents difficulties in applying the obtained estimate \( \hat{\psi} \) to the solution of specific problems related to the process \( X \).

Therefore, in practice, the obtained values of the estimator \( \hat{\psi} \) (or an estimator of the covariance function \( \psi_T(T) \)) are almost always "smoothed," i.e., approximated by values of a certain sufficiently simple function \( \Psi = 1 \)

Applied Time Series Analysis II - David F. Findley 2014

Fitting of a continuous time autoregression to discrete data. This monograph will appeal to students and practitioners in the fields of mathematics and statistics, electrical and electronics engineering, and information and computer sciences.

Nonparametric Statistical Methods and Related Topics - Francisco J. Samaniego 2011

This volume consists of 22 research papers by leading researchers in Probability and Statistics. Many of the papers are focused on themes that Professor Bhattacharya has published on research. Topics of special interest include nonparametric inference, nonparametric curve fitting, linear model theory, Bayesian nonparametrics, change point problems, time series analysis and asymptotic theory. This volume presents state-of-the-art research in statistical theory, with an emphasis on nonparametric inference, linear model theory, time series analysis and asymptotic theory. It will serve as a valuable reference to the statistics research community as well as to practitioners who utilize methodology in these areas of emphasis.

Nonlinear Time Series Analysis with Applications to Foreign Exchange Rate Volatility - Christian Hafner 2013

The book deals with the econometric analysis of high frequency financial time series. It emphasizes a new nonparametric approach to volatility models and provides theoretical and empirical comparisons with conventional ARCH models, applied to foreign exchange rates. Nonparametric models are discussed that cope with asymmetry and long memory of volatility as well as heterogeneity of higher conditional moments.

Estimation and Testing in Regression Models and Related Problems - 1993

Nonparametric Curve Estimation - Sam Efromovich 2008

This book gives a systematic, comprehensive, and unified account of modern nonparametric statistics of density estimation, nonparametric regression, filtering signals, and time series analysis. The companion software package, available over the Internet, brings all of the discussed topics into the realm

Adaptive Time Series Regression Models - 2004

Pay.bupacromwellhospital.com on August 2, 2021 by guest
of interactive research. Virtually every claim and development mentioned in the book is illustrated with graphs which are available for the reader to reproduce and modify, making the material fully transparent and allowing for complete interactivity.

Asymptotics, Nonparametrics, and Time Series - Subir Ghosh 1999-02-18 "Contains over 2500 equations and exhaustively covers not only nonparametrics but also parametric, semiparametric, frequentist, Bayesian, bootstrap, adaptive, univariate, and multivariate statistical methods, as well as practical uses of Markov chain models."

Nonlinear Time Series - Jianqing Fan 2008-09-11 This is the first book that integrates useful parametric and nonparametric techniques with time series modeling and prediction, the two important goals of time series analysis. Such a book will benefit researchers and practitioners in various fields such as econometricians, meteorologists, biologists, among others who wish to learn useful time series methods within a short period of time. The book also intends to serve as a reference or text book for graduate students in statistics and econometrics.